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基于矩量法的电大目标RCS核外并行计算
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摘要：核外求解计算可以解决计算机内存不足的问题，但由于硬盘读写速度的限制，使得问题的求解速度过慢。

针对上述问题，该文采用了核外并行求解方法：为充分利用各计算节点的内存和减少读写数据的时间，将矩阵按分

块依次并行消元，加快了问题求解速度。计算了金属立方体、金属组合体和飞机模型的双站雷达散射截面，并与常

规核外并行方法、核内并行方法进行了比较。结果表明，该文方法可快速、有效地求解电大目标的电磁散射问题，

而且不损失计算精度。
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Parallel 0ut．of-core Calculation of Electrically

Large Objects’RCS Based on MOM

Xu Xiao-fei Cao Xiang-yu Gao Jun Wu Jun-hui Zheng Qiu-rong

(Telecommunication Engineering Institute，Air Force Engineering University，痢’an 710077，China)

Abstract：The problems，which can not be calculated due to the insufficient of memory,can be solved with out-of-

core solving method，but it takes too longer time because the speed limit of the data reading／writing on the disk．

To solve the above problem，parallel out—of-core solving method is used．In order to use the RAM sufficiently and

reduce the reading／writing time，the matrix is eliminated by looping over blocks in parallel，SO the solving speed is

accelerated．The bistatic RCS of aPEC cube，a PEC union anda plane model are calculated，respectively．Parallel

block out—of-core solver，which is proposed in this paper，i8 compared with usual parallel out-of-core solver and

parallel in-core solver．The results indicate that the method in this paper can effectively solve the scattering

problems of electrically large objects，and the calculation precision is not lost．

Key words：RCS(Radar Cross Section)；Parallel out—of-core solver；MOM(Method Of Moments)

1 引言

大规模科学计算涉及到海量数据的访问和处

理，然而计算机内存容量的限制，某个时刻只能有

部分数据被读入内存参加计算，计算后再写回硬盘。

由于运算过程中数据没有全部读入内存储器中，称

之为核外计算【1】o矩量法f2】作为求解电磁场数值问题

的经典方法，在处理电大尺寸散射问题时，由于计

算未知量的增多，需要耗费大量计算机物理内存，

这时采用核外计算是不错的解决方法。

图1描述了核外求解方法的具体过程，计算机

处理后，将数据直接存储到硬盘的相应文件中，由

于硬盘的存储空间较大，所以电大问题也可以进行

2010-05-24收到，2010-10-28改回

国家自然科学基金(60671001)，陕西省自然科学基础研究重点项目

(2010JZ010)，陕西省基础研究基金(SJ08-zT06)和空军工程大学电

讯工程学院博士创新基金(200706)资助课题

+通信作者：徐晓飞x．f．xu《}live．C21

| } 写入数据 { }

； 计算 l匕=====≯i数据文件；

l曰l凸|国ll曰l—l固l
图1核外求解方法示意图

求解。但由于硬盘读写数据速度的限制，使得问题

求解的时间过长。为加快计算速度，采用了核外并

行求解方法，利用计算机集群对数据进行并行计算

和存储。然而单一的核外并行求解，虽然能在一定

程度上加快求解速度，但硬盘读写数据的时间过长

还是主要问题。针对这一问题，本文提出了一种分

块并行求解矩阵方程的方法，可以有效的利用集群

各个节点的物理内存，对数据按分块集中读写，从

而极大地缩短了问题求解时间。

目前对于目标散射特性的计算，或者采用高频
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方法、改进算法来减少计算的复杂度13-6]，但降低

了计算精度；或者通过并行计算来扩充内存[7-io]，

但都是基于物理内存的核内求解方法，对于某些电

大问题，仍然无法满足问题的需要。经过计算表明，

本文提出的核外并行求解方法可以有效地求解电大

目标的散射问题，其求解效率与核内并行求解方法

只相差5．3％。

2理论分析

根据导体表面s上切向电场连续条件，可得到

电场积分方程EFIE为

Et％=【jwA(r)+V空(r)】。。， r∈s (1)

其中E蛔。表示入射场，A(r)和西(r)分别表示磁矢位

与磁标位，其表达式为

竹)=尝盯∽孚拶 (2)

卿)=杀／f。V¨∥)譬拶(3)
对于散射体模型，表面未知电流用RWG基函

数【11】进行展开。RWG基函数用共边的三角形对作为

基本面片形式，第佗条边所对应的电流基函数为

厶(r)=

寿砖，r∈砑
去西，r∈巧 (4)

0． 其它

散射体表面S上的电流密度可近似表示为

J≈∑厶厶p) (5)

采用伽略金法，选取式(2)基函数作为检验函

数，对式(1)进行检验，推导得到Ⅳ阶矩阵方程：

ZI=V，其中

‰=k H镶．譬+‰．字卜赫一鳊|(6)
％=；m旧譬+坛·譬1 (7)

3核外并行计算

3．1计算集群系统

本文应用的PC集群系统是基于MPICH软件

组建的，其模型如图2所示，系统主要参数为：8

个计算节点，每个节点2．4 GHz CPU，1．0 GB内存；

10／100 Mb／s交换机。
主计算机任务是分配工作(包括自己)，从计算

机任务是单纯的工作，工作结束向主计算机汇报。

⋯⋯～ 矧 网 矧 蚓
●

I —l I —l I —l I
—

交换机
l I I

l l f I

～⋯一⋯一 |l嚣筑lI l I铃蔬Il ll昝虢¨ |l棼盟I
I —I I —I I —I I 一

图2MPIPC集群系统

3．2核外并行计算方法设计

对于阻抗矩阵的核外并行计算填充，可以选择

按行循环或列循环进行进程任务分配。按以上两种

循环方式对进程进行任务分配，可以保证各进程负

载平衡。基于高斯消元法的特点【12l，采用按列循环

方式进行阻抗矩阵填充，其具体过程如图3所示。

否

源-二角形循环

场i角形循环

源：角形边循环

判断所程进程

司网甚鍪聋囊
各循环结束

图3核外并行矩阵填充

高斯消去法求解矩阵方程是把矩阵方程组

Ax=B化为上三角矩阵方程组的过程，消元公式为
r—n、

o$=口穷+n“I立l=0 (8)
L口“，

核外并行高斯消元过程如图4所示。为避免出

现a烈=0的情况，在消元的第i步，由第i列所属进

程找到最大主元行，并进行广播。交换行后由第i列

所属进程计算出乘积因子，将乘积因子广播给各进

程进行消元。

3．3核外分块并行计算方法设计

对于单一的核外并行计算方法，可在一定程度

矩阵列循环

判断列所属进稃．读取数据
找到最人土元{j片进行J“播

霾l交囊馨蓍霉入l差
l ⋯

I I"I

判断列所嚆进行．读取数据
计算乘秘闲f并进行，“播

濉1 l謦
矩I埠列循环结束

图4核外并行消元过程
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上加快问题的求解速度，但各进程节点对硬盘数据

文件的读写操作仍然占据大量的时间。在上述计算

过程中，各节点的物理内存并没有得到利用，处于

闲置状态，为充分利用各进程节点内存．本文提出

了一种核外分块并行计算方法。

在计算阻抗矩阵前，将整个矩阵分为n块。每

一块按列循环方式对进程进行任务分配，每个进程

将每块属于自己的阻抗元素写入一个文件，如图5

所示。

n b c d e f

图5校卦分块并行填充示意图

整体的矩阵求解过程，可以分为n步，在第。步，

首先将第i块没有被斜线阴影覆盖的阻抗元素读入

内存，然后各进程并行高斯消元，并将各列所需的

最大主元行数和乘积因子分别存储到数组

Max row(k)和Each≈(，，k)中，再把第i块写入硬

盘相应文件。然后将第z+1块没有被斜线阴影覆盖

的元素读入内存存储到数组z(j，k1中，按第i块的消
元过程进行消元，摄大主元行编号与乘积因子已经

存储到数纽Max(k)和Each k(j，k)中，消元处理后

再将第i十1块写入硬盘相应文件。第i+2到n块按

第z+1块的消元过程进行处理，当最后一块处理完

毕，第l步结束，第i+1步开始。具体过程如图6

所示。

图6为分块并行高斯消元过程示意图，将矩阵

分为3块，两个进程节点进行计算。没有被阴影所

覆盖区域为每一步需要处理的元素。可以看出，随

着步数的增加，每一步所需要处理的数据逐渐减少。

其减少幅度为

dataⅡum：翌=；!±旦unknows2(9)
一 ∥

其中data num为第i步比第2—1步减少的需要处

理的数据量，n为总步数，即总块数，unknows为

未知量的个数。

为了减少数据通信量，将矩阵进一步化为对角

矩阵，避免了迭代过程，最后只需要将主对角线上

的元素传递给主进程即可。上三角消元过程与下三

角消元过程相似，方向相反。不同之处在于，在读

入第i块后，计算出乘积因子，只需对右端电压矩阵

进行消元处理即可，矩阵下三角已经为0，上三角

消元对主对角元素没有影响。

值得注意的是．为减少读写操作，在上三角消

元的第1步．无需将最后一块读入内存，因为在下

三角消元的组后一步已经将该块读入内存。总共所

需读写文件的次数分别为

read—IILLl212 n!+n一11

write—lltllXl=n! I

其中n为矩阵所划分的块数。每一块的大小要小于

计算机总内存，以保证能够每次将整块读入内存，

但也不应过小，过小也造成了内存的浪费。分块的

标准为每一块大小接近计算机物理内存总和的一

半，因为还要留有空间来储存消元所需的最大主元

行编号和乘积因子。

4算例与结果分析

首先为验证算法的有效性，计算了一个金属立

方体的双站RCS。立方体边长为^，沿一z方向传播

的平面波E，垂直入射，共剖分得到1536个三角形，

2304个未知量。开启两个进程，分别用常规核外并

*2m

圈6核外分块并行高斯消元示意图
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行方法(图4所示方法)和本文提出的核外分块并行

方法进行了计算。图7为金属立方体模型和XOZ面

归一化RCS。两种方法的计算结果完全吻合，说明

本文方法的正确性。常规核外并行方法的求解时问

为3 h 48 mia，因为常规的核外并行方法每处理一

个矩阵元素就需要读写一次．这就造成求解时间过

长。而本文算法只需要86 s，可见本文算法较常规

核外并行方法的高效性。

为进一步验证算法的正确性和有效性．计算了

金属球与金属锥体的组合体的散射，球体半径为n，

锥体底面半径为a，高度为知，其电尺寸岛m=

5”／2，球心与锥体顶点重合。假定沿一z方向传播

的平面波E向组台体垂直入射，共剖分得到18972

个未知量，理论所需内存为2 68 GB。分别采用核

内并行求解方法和本文提出的核外并行求解方法对

该模型的双站RCS进行了计算，都开启了相同的4

个进程，模型与计算结果如图8所示。

由图8可以看出，本文的核外并行求解方法与

通常使用的核内并行求解方法计算结果完全吻合，

说明本文方法没有损失计算精度。将矩阵划分为不

同的块数进行了计算，并与核内并行求解的时间进

行了比较。

由表i中的求解时间可以看出本文方法的高效

性。当矩阵分为2块时，时间最短．与核内并行求

解的时间只相差5．3％。矩阵分块数越多，求解时间

越长，因为分块数增多导致读写数据次数增多，所

需的读写时间就越长。

表1求解时间此较

型垫 堑竖茎垫墼 苎竖堕旦f竺竺2
棱自井行求解 一418

棱外并行分块求解

棱外*行*块求解

棱外并行丹块求解

然后计算了一个飞机模型的双站RCS，其电尺

寸约为7A×6A×l 4A，假定沿押方向传播的平面波
B向组台体垂直入射，共剖分得到42876个未知量．

理论所需内存为13 7GB。采用本文方法，开启了8

个进程，将矩阵划分为4块，成功求解了该问题。

计算时间约为36 h，剖分模型与xoz，XOY面散

射方向图如图9，图10所示。

5结束语

对于电大尺寸的散射特性计算，通过核外求解

技术可以解决由于未知量过多而导致内存不足的问

题。但硬盘的读写速度成为了求解速度的瓶颈。本

文提出的核外并行求解方法，将数据分块集中读写，

极大地缩短了问题的求解时间，而且不损失计算精

度。

!耋-]2幽；兰。幽≯
圈7金属女方体归一化散射方向图

0

-i0

6 20

一
一d0

圈10飞机模型归一化教射方向圈

。

”暴2””
：《2§嚣#。。

图8金属组台体归化敲射方向图 图9飞机模型剖分示意图
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专注于微波、射频、天线设计人才的培养 易迪拓培训
网址：http://www.edatop.com  

雷达散射截面（RCS）分析培训课程 

易迪拓培训(www.edatop.com)由数名来自于研发第一线的资深工程师发起成立，致力和专注于微

波、射频、天线设计研发人才的培养，是国内最大的微波射频和天线设计人才培养基地。客户遍布中

兴通讯、研通高频、国人通信等多家国内知名公司，以及台湾工业技术研究院、永业科技、全一电子

等多家台湾地区企业。 

雷达散射截面（Radar Cross Section，简称 RCS）是雷达隐身技术中最关键的概念，也是电磁理论

研究的重要课题，使用 HFSS 软件可以很方便的分析计算各种目标物体的 RCS。 

由易迪拓培训推出的《HFSS 雷达散射截面分析培训课程套装》是从零讲起，系统地向您讲授如

何使用 HFSS 软件进行雷达散射截面分析的全过程。该套视频课程由专家讲授，边操作边讲解，直观

易学。 

 

 

HFSS 雷达散射截面分析培训课程套装 

套装包含两门视频培训课程，其中：《两周学会 HFSS》培训课程是作

为 HFSS 的入门培训课程，帮助您在最短的时间内迅速熟悉、掌握 HFSS

的实际操作和工程应用；《HFSS 雷达散射截面(RCS)分析》培训课程是

专门讲授如何使用 HFSS 来分析计算雷达散射截面，包括雷达散射截面、

单站 RCS、双站 RCS 等的定义，实例讲解使用 HFSS 分析单站 RCS、双站

RCS 和宽频 RCS 的相关设置和实际操作等。视频课程，专家讲授，从零

讲起，直观易学... 

课程网址： http://www.edatop.com/peixun/hfss/130.html 

 更多培训课程： 

 HFSS 培训课程 

网址：http://www.edatop.com/peixun/hfss/ 

 CST 培训课程 

网址：http://www.edatop.com/peixun/cst/ 

 天线设计培训课程 

网址：http://www.edatop.com/peixun/antenna/ 

 

 

 
专注于微波、射频、天线设计人才的培养 

官方网址：http://www.edatop.com 易迪拓培训 
淘宝网店：http://shop36920890.taobao.com 




