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　 　摘 　要 ：　针对传统智能方法在方向图综合中易于早熟和局部寻优能力不足等缺陷 ，在基于量子位概率幅编码的

量子粒子群优化算法（QPSO）的基础上 ，设计一种进行收敛停滞检测 ，并对粒子选择性变异的新量子粒子群算法 ，然后

将其应用于阵列天线方向图综合 ．仿真结果表明 ，在多零点和低旁瓣约束情况下新算法均可以取得良好的优化效果 ，

而且该算法相对于近邻粒子群算法（NPSO）和免疫克隆选择算法（ICSA）来说 ，在方向图综合中精度更高 ，速度更快 ，具

有很好的推广能力 ．
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Abstract ：　 In view of some short comings ，such as the premature convergence and bad local optimal searching capability in
traditional intelligence methods for pattern synthesis ，a novel algorithm is proposed based on quantum particle swarm optimization
（QPSO） with probability amplitude coding of quantum bits ，which is designed by use of stagnation detection and selective variation
in particles and is applied in the pattern synthesis of array anttenas ．The simulation results show its high performance in the pattern
synthesis of array anttenas with multi-null and low sidelobe restrictions ，and in addition ，the algorithm proposed is superior to neigh-
borhood particle swarm optimization（NPSO）and immune clonal selection algorithm （ICSA）in optimization accuracy and operation
speed ，and it has very good generalization capability ．
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1 　引言
　 　近年来全球通信事业飞速发展 ，无线通信需求越来
越大 ，与此同时 ，巨大的通信需求量与十分有限的频谱
资源之间的矛盾越来越突出 ．如何高效率地使用频谱资
源 ，如何在保证通信质量的基础上大规模地提高系统容
量的问题成了通信界亟待解决的重要课题 ．而以方向图
综合为核心技术的智能天线由于可以有效提高频谱利
用率 ，也因此越来越受到研究人员的重视［１］

．

方向图综合是一个复杂的非线性优化问题 ．通常天
线元越多 ，需要调整的参数越多 ．使用经典的Woodward-
Law-son抽样法计算此类问题时 ，在赋形区间基本可以
达到精度要求 ，但旁瓣电平通常很高 ，而且增益低［２］

．而

使用微调法进行优化 ，其工作量大 ，需要丰富调试经验
和理论分析 ．为了提高效率 ，近些年来 ，已经有不少专家
学者将多种智能优化算法 ，如遗传算法（GA）［３ ，４］

、粒子
群优化算法（PSO）［５］ 、克隆免疫算法（Immune Clone Selec-
tion Algorithm ，ICSA）［６］等应用于天线方向图的优化之
中 ，均取得了不错的效果 ．然而这些算法虽然简单快捷 ，

但存在着优化精度不高或收敛速度过慢等问题 ．

量子进化算法是近年来发展起来的一种概率搜索
算法 ，它以一些量子计算的理论和概念 ，诸如量子比特
和量子叠加态为基础 ．同经典进化算法相比 ，它有更好
的群体多样性和全局寻优能力 ．李士勇等人［７］将改进后
的量子进化算法融合到 PSO中 ，提出了一种新颖的量
子粒子群优化算法 （Quantum Particle Swarm Optimization ，
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QPSO） ．该算法与 PSO算法相比 ，在多维优化问题中 ，寻
优速度有了明显提高 ，但精度一般 ．为此 ，本文主要对
QPSO进行改进 ，并应用于天线方向图的综合研究 ，以期
望在收敛速度和效率上相对于以前常用的智能算法有
较大的提高 ．

2 　算法原理
2畅1 　 QPSO算法

李士勇等人［７］提出的 QPSO算法采用量子位的概
率幅对粒子位置进行编码 ，用量子旋转门更新量子位
的概率幅 ，以此完成粒子位置的更新 ；用量子非门实现
量子位的变异 ，以此增加种群的多样性 ；由于每个量子
位有两个概率幅 ，因此每个粒子占据优化空间的两个
位置 ，由于使用了这种双概率幅编码机制 ，使粒子找到
最优位置的机会明显增大 ，因此具有较强的搜索能力
和寻优效率 ．下面给出 QPSO算法的具体实现步骤 ．

2畅1畅1 　产生初始种群
在 QPSO中 ，直接采用量子位的概率福作为粒子当

前位置的编码 ，考虑到种群的初始化时编码的随机性 ，

采用如下编码方案 ：

Pi ＝
cos（θi１ ）
sin（θi１ ）

cos（θi２ ）
sin（θi２ ）

⋯

⋯

cos（θin）
sin（θin） （１）

其中 θij ＝ ２π × random ，random是（０ ，１）之间的随机
数 ，i ＝ １ ，２ ，⋯ ，m ，j ＝ １ ，２ ，⋯ ，n ，m是种群规模 ，n是空
间维数 ．在这种编码方案中 ，种群中的每个粒子占据遍
历空间中两个位置 ，它们分别对应量子态 ０ ＞和 １ ＞

的概率幅为 ：

Pic ＝ （cos（θi１ ） ，cos（θi２ ） ，⋯ ，cos（θin）） （２）

Pis ＝ （sin（θi１ ） ，sin（θi２ ） ，⋯ ，sin（θin）） （３）

为表述方便 ，称 Pic为余弦位置 ，Pis为正弦位置 ．

2 ．1 ．2 　解空间变换
在 QPSO中 ，由于粒子的遍历空间每维均为单位空

间［ －１ ，１］ ，为计算粒子目前位置的优劣性 ，需要进行解
空间的变换 ，将每个粒子占据的 ２个位置由单位空间映
射到优化问题的解空间 ．粒子上量子位的每个概率幅
对应解空间的一个优化变量 ．记粒子 Pj 上第 i个量子
位为 α

j
i ，β

j
i

T
，则相应的解空间变量为 ：

Xjic ＝ １

２
bi １ ＋ aji ＋ ai １ － aji （４）

Xjis ＝ １
２

bi １ ＋ β
j
i ＋ ai １ － β

j
i （５）

因此 ，每个粒子对应优化问题的两个解 ，其中量子
态 ０ ＞的概率幅 α

j
i对应Xjic ；量子态 １ ＞的概率幅 β

j
i对

应 Xjis ．
2畅1畅3 　粒子状态更新

设粒子 Pi当前搜索到的最优位置为余弦位置 ：

Pil ＝ （cos（θil１ ） ，cos（θil２ ） ，⋯ ，cos（θiln））
整个种群目前搜索到的最优位置为 ：

Pgl ＝ （cos（θg１ ） ，cos（θg２ ） ，⋯ ，cos（θgn））
基于以上假设 ，粒子状态更新规则可描述为 ：

（１）粒子 Pi上量子位辐角增量的更新 ：

Δ θij（ t ＋ １）＝ ωΔ θij（ t）＋ c１ r１ （Δ θl）＋ c２ r２ （Δ θg） （６）

其中

Δ θl ＝

２π ＋ θilj － θij ， θilj － θij ＜ － π

θilj － θij ， － π ≤ θilj － θij ≤ π

θilj － θij －２π ， θilj － θij ＞ π

Δ θg ＝

２π ＋ θgj － θij ， θgj － θij ＜ － π

θgj － θij ， － π ≤ θgj － θij ≤ π

θgj － θij －２π ， θgj － θij ＞ π

（２）粒子上量子位概率幅的更新
cos（θij（ t ＋ １））

sin（θij（ t ＋ １））
＝

cos（Δ θij（ t ＋ １）） － sin（θij（ t ＋ １））

sin（Δ θij（ t ＋ １））cos（Δ θij（ t ＋ １））

×
cos（θij（ t））
sin（θij（ t）） ＝

cos（θij（ t）＋ Δ θij（ t ＋ １））

sin（θij（ t）＋ Δ θij（ t ＋ １））
（７）

粒子 Pi更新后的两个新位置为
　 　 Ρic ＝ w（cos（θij（ t）＋ Δ θij（ t ＋ １）） ，⋯ ，

cos（θij（ t）＋ Δ θij（ t ＋ １）））

Ρis ＝ t（sin（θij（ t）＋ Δ θij（ t ＋ １）） ，⋯ ，

sin（θij（ t）＋ Δ θij（ t ＋ １））） （８）

2畅1畅4 　变异处理
首先给定变异概率 Pm ，对每个粒子赋值一个（０ ，１）

之间的随机数 rand i ，若 rand i ＜ Pm ，则随机选择该粒子
中「 n／２棢个量子位 ，用量子非门兑换两个概率幅 ，实现
粒子变异 ．

０ １

１ ０

cos（θij）
sin（θij） ＝

sin（θij）
cos（θij） ＝

cos θij ＋
π
２

sin θij ＋
π
２

（９）

由上式可以看出 ，这种变异也是一种旋转 ，对于第

j个量子位 ，转角大小为 Δ θij ＝
π
２

－２θij ．

2畅2 　 QPSO算法的改进
相比于普通粒子群算法 ，QPSO算法中粒子的位置

采用量子位概率幅编码 ，因而粒子速度的更新转变为
概率幅辐角增量的更新 ，位置的变化转变为各个辐角
正余弦值的变化 ．粒子的辐角增量更新如式（６）所示 ．

其中 w是惯性因子 c１ ，c２是常数 ，分别称为自身因子和
全局因子 ，r１ ，r２是 ０到 １之间的随机数 ．公式分为三部
分 ，分别是粒子最初的的辐角增量 ，粒子的认知部分 ，

和粒子的社会部分 ．最前面的部分是粒子的先前一次
的辐角增量值 ，它具有扩大搜索空间 、探索新区域的趋
势的能力 ，这会增加算法的整体寻优能力 ；中间部分表
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示了粒子向自身经过的最好的辐角增量位置学习的能
力 ，这部分关系到粒子群局部搜素的精度 ；最后一部分
称为社会部分 ，表示种群中各个粒子之间的相互信息
交流 ，即对整个种群历史最优辐角增量位置的学习 ，它
反映了粒子间的信息共享能力 ．三部分相互合作 ，才使
粒子状态更新向理想位置发展 ，进而体现 QPSO算法的
优越寻优性能 ．而当某些粒子的第一部分和第二部分
占优势时 ，算法就很容易陷入局部最优解 ．此时粒子状
态更新主要由 wΔ θij（ t）来决定 ，而 w是小于 １的 ，所以
粒子量子位的辐角增量将会越来越小 ，向周围区域扩
展搜索的能力逐步降低 ，当此时出现一些局部极值点
时 ，粒子就会很难抵挡它们的诱惑 ，无法跳出局部极值
点 ，最终收敛到局部最优 ，这就是所谓的收敛停滞现
象 ．

为了克服这种现象 ，QPSO算法中加入了变异步骤 ．

对每一个粒子附一个随机值 ，如果小于变异概率则用
量子非门实现量子位变异 ，反之则保持原样 ．

但是 ，由于粒子初始化是随机的 ，所以算法迭代中
出现收敛停滞现象并不是一定的 ，而且我们可以通过
一定的手段来检测 ．当检测结果肯定时 ，由文献 ［８］可
知通过变异提高种群的多样性是一个很好的解决方
法 ．通过变异 ，可以让粒子跳出局部最优点 ，尽量向全
局最优点靠拢 ．但是各个粒子离全局最优的“距离”是
不一样的 ，那么它们的变异概率也不应该相同 ，应该有
选择性的对粒子进行变异 ，各个粒子的变异概率应该
与粒子和全局最优的距离成正比 ，否则就违背了提高
粒子多样性的初衷 ．

针对以上问题 ，本文提出两点改进 ：

（１）在算法迭代过程中 ，引入了收敛停滞检测机
制 ．本文通过检测适应值的变化率来判断算法是否收
敛停滞 ．

计算粒子群的全局极值的适应值 Fg 和个体极值
的平均适应值 Favg ．

Favg ＝
∑
n

i ＝ １

Fit（pbest i）
n ，　 Fg ＝ Fit（gbest） （１０）

若经过 N（本文取 ２０）次迭代后 Fg／Favg的值仍然趋于 １

且算法没有终止 ，则算法被认定处于停滞不前 ．

（２）当算法停滞不前时 ，有选择性的对粒子进行变
异 ．根据前面的分析 ，对粒子的变异概率应该与粒子和
全局最优粒子的距离成正比 ．而距离正好与粒子适应
值是相对应的 ．在极小值优化中 ，适应值越小 ，距离越
小 ．因此按照粒子适应值的高低 ，以一定的概率将离最
优粒子较远的粒子进行更大几率的变异 ，这样既能保
持种群的多样性 ，又能提高迭代效率 ．

首先求出各个粒子的不同变异概率 Pi ．假设粒子

群的规模为 n ，其中第 i个粒子两个适应值分为 F（ i ，１）
和 F（ i ，２） ，则该粒子被变异的概率为

Pi ＝ F（ i ，１） ＋ F（ i ，２）

∑
n

k ＝ １

（F（k ，１） ＋ F（k ，２））

（１１）

对每个粒子赋值一个（０ ，１）之间的随机数 rand i ，假如该
随机数小于粒子计算得到的变异概率 ，则用量子非门
随机变异粒子中「 n／２棢个量子位 ，反之 ，粒子继续保持
原态搜索 ．而且变异中 ，粒子记忆的自身最优辐角增量
保持不变 ．

改进 QPSO算法的实现步骤可以概括如下 ：

　 　 step1 　粒子群初始化 ．

　 　 step2 　通过解空间变换 ，将粒子的搜索过程映射
到实际优化问题的寻优空间中 ，然后计算各个粒子的
适应度 ，并和记忆的自身最优辐角增量和种群最优辐
角增量相对比 ，若目前辐角增量对应适应度更好 ，则替
换掉记忆值 ，反之则不变 ．

　 　 step3 　根据式（６） 、（７）进行粒子状态更新 ．

　 　 Step4 　进行收敛停滞检测 ，若确实是停滞的 ，则执
行 Step５ ，反之直接执行 Step６ ．

　 　 Step5 　对各个粒子按式（１１）计算变异概率 ，进行
选择性变异 ．

　 　 Step6 　回到 Step２继续执行 ，一直到满足迭代停止
条件为止 ．

具体流程图如图 １所示 ．

2畅3 　改进 QPSO算法性能分析
为了验证改进算法的有效性 ，我们选用两种典型

的不同特征的测试函数对其进行测试 ：

（１） 　 Sphere函数 ：f（x）＝ ∑
n

i ＝ １

x２i ，－１００ ≤ x ≤ １００
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（２） 　 ZRosenbrock函数 ：

f（x）＝ ∑
n

i ＝ １

［１００·（xi ＋ １ － x２i）２ ＋ （xi －１）２］ ，

－ １０ ≤ x ≤ １０
两种函数的三维空间特征如下图 ２ 、３所示 ．

　 　我们可以发现 sphere函数是单峰单值 ，在自变量取

值（０ ，０ ，⋯ ，０）处取到极小值 ０ ，易于优化求解 ，因此本

文更多的关注对该函数的寻优速度 ；Rosenbrock函数为
典型多峰函数 ，在变量取值为（１ ，１ ，⋯ ，１）时取最小值为

０ ，有非常多个局部极小值点 ．当算法的全局优化能力

不足时 ，很容易收敛于局部极小值点 ，所以对该函数 ，

我们更多的关注于搜索的精度 ．

用以上两种测试函数分别对标准 PSO ，QPSO ，改进

QPSO进行优化性能测试 ．三种算法均以函数值为适应

度函数 ，种群均取 ５０ ，限定优化代数 ５００ ，惯性因子 w ＝

０畅５ ，学习因子 c１ ＝ c２ ＝ ２ ，QPSO的变异概率 Ρm ＝ ０畅０１ ．

（１）算法收敛速度分析

利用三种算法均对 ２０维的 sphere函数进行极小值
搜索 ，其函数收敛进化曲线分别如图 ４所示 ．从图中我

们可以清晰的看出三种算法都能完全收敛 ，但显然改

进 QPSO算法的速度是最快的 ．

　 　 （２）算法收敛精度分析

利用三种算法分别对不同维数情况下 Rosenbrock
函数进行极小值搜索 ，得到结果如表 １所示 ．

表 1 　 三种算法优化 Rosenbrock 函数结果

算法
Rosenbrock 函数维数

２ d５ P１０ O２０ ;

改进 QPSO ０  ．００００ ０ 蝌．１２００ ０ 揶．２６９８ １ 适．００５２

QPSO ０  ．００００ ０ 蝌．１２００ ３ 揶．２３５６ １２ 苘．２３６６

标准 PSO ０  ．００００ ０ 蝌．７１０６ ２０９２  ．６７２３ ５８５６２  ．３１００

　 　从以上三表中可以看出 ，改进 QPSO算法的精度要
明显高于标准 PSO算法和 QPSO算法 ，特别是在高维情

况下 ，优势更加明显 ．

3 　改进 QPSO用于天线方向图综合
　 　天线的方向性是指天线向一定方向辐射电磁波的
能力 ，而描写天线辐射场的大小与方向之间的函数即

为方向性函数 ，天线方向图则是天线方向性函数的几
何描述 ．方向图综合是根据给定的波束方向图的形状

或性能指标 ，确定天线阵元的激励电流幅值和相位等
参数［１０］

．

3畅1 　适应度函数选取
考虑阵元数为 ２N的等距不均匀直线阵 ，且阵元为

各向同性单元 ．设电流相位差为零 ，而电流幅度中心对
称 ，可以证明 ，其以分贝表示的归一化方向图函数［１１］为

F（θ）＝ ２０lg ∑
N

n ＝ １

Incos ２（N － n） ＋ １

２
kdcosθ

∑
N

n ＝ １

In

（１２）

其中 In为各天线阵元的激励电流的幅度 ，d是天

线单元的间距 ；k为波数 ，k ＝ ２π
λ

，λ是波长 ，θ为阵轴线

与入射波射线的夹角 ，激励电流幅值对称 ．实际计算时
需要对 θ进行离散化 ，即 θ取值为［θ１ ，θ２ ，⋯ ，θL ］ ，L为
离散规模 ．

当我们在方向图综合中只对旁瓣电平有要求时 ，

根据文献［１２］定义适应度函数为 ：

fitness ＝ MSLL －SLVL （１３）

其中 ，MSLL ＝ max
θ ∈ S

｛ F（θ）｝ ，SLVL为期望旁瓣电平 ，MSLL
为最 大 相 对 旁 瓣 电 平 ，２θ０ 为 主 瓣 宽 度 ， S ＝

θ ０ ≤ θ ≤ ９０° － θ０或 ９０°＋ θ０ ≤ θ ≤ １８０° ．

3畅2 　仿真实例
为了分析改进 QPSO算法在不同情况下 ，进行天线

方向图综合的性能 ，我们在低旁瓣和深零点两种技术
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要求下 ，各取一个最新同类文章中使用的典型例子进
行优化比较 ．

　 　实例 1 　我们取文献［５］中对低旁瓣方向图优化的
例子 ．由 ２N ＝ ２０个天线阵元组成的均匀直线阵 ，阵元
间距为 d ＝ λ／２ ，激励电流的相位为 ０ ，电流幅值对称 ，

对电流幅值进行优化 ．设计指标为主瓣宽度为 ２θ０ ＝

２０° ，旁瓣电平在 －４０dB以下 ．

我们设粒子数为 ５０ ，最大迭代步数 ４００ ，根据式
（１３）求取适应度函数 ，应用改进 QPSO算法进行优化求
解 ．最终得到仿真方向图和迭代曲线如图 ５ 、６所示 ，优
化电流源幅值如表 ２所示 ．由图 ４可以看见方向图旁瓣
电平为 －４１畅５４２１dB达到了设计要求 ，而整个收敛迭代
只花了 ２８０步 ，对比文献［５］ ，作者用近邻粒子群优化算
法（NPSO）进行同等条件 ，同等要求的优化 ，得到方向图
的旁瓣电平为 － ３９畅５９９６dB ，共迭代了 ４５０步才实现收
敛 ．可见本文提出的增加了停滞检测并进行选择性变
异的改进 QPSO算法 ，在进行低旁瓣方向图综合时 ，不
论在优化速度还是在精度上都有明显提高 ．

表 2 　 优化得到电流源值

电流 I１ 　，２０ I２ ;，１９ I３ 照，１８ I４ o，１７ I５  ，１６

实例 １ 灋０ U．９９８６ ０ 镲．９６４７ ０ 墘．８７３０ ０ #．７５１０ ０ 浇．６３４２

实例 ２ 灋０ U．１２２１ ０ 镲．１５１３ ０ 墘．０３０７ ０ #．２２９２ ０ 浇．６８０５

电流 I６ 　，１５ I７ ;，１４ I８ 照，１３ I９ o，１２ I１０  ，１１

实例 １ 灋０ U．４６６５ ０ 镲．３５９７ ０ 墘．２３２４ ０ #．１５３７ ０ 浇．０７６９

实例 ２ 灋０ U．８５８６ ０ 镲．８５０９ ０ 墘．８９２７ ０ #．９６５６ ０ 浇．９９８６

　 　实例 2 　一个 ２０元的天线阵 ，间距为半波长 ，激励
电流的相位为 ０ ，进行方向图综合 ，要求旁瓣电平在
－２０dB以下 ，在 ３０ ，４０ ，５０ ，６０ ，７０ ，８０角度处形成不低于

－９５dB的六个零陷 ．这比文献［６］中的实例多了一个低
旁瓣要求 ，而且零陷位置由两个增到六个角度 ，零陷深
度由 －７０dB提高到 －９５dB ．我们用改进 QPSO进行优化
求解 ，最终得到方向图和收敛曲线分别如图 ７ 、８所示 ．

我们发现 ，在图 ６中 ３０ ，４０ ，５０ ，６０ ，７０ ，８０角度处的零陷
分别为 － １０７畅８３０２dB ， － １１４畅４２６９dB ， － １０３畅８４６３dB ，

－１１３畅０５０９dB ，－ ９５畅０１５４dB ，－ ９９畅０８４５dB ，达到零陷目
标 ，而且旁瓣电平为 － １９畅９９５０dB ，达到预期要求 ．文献
［６］中 ，作者用 ICSA进行优化 ，实现收敛共迭代了 ２７０

步 ，本文用改进 QPSO算法实现更高目标 ，计算机时短 ，

只用了 １２０步 ，而且精度更好 ．典型的对比 ，突出了本文
提出的改进 QPSO算法在深零陷方向图综合时的优越
性 ．

4 　结束语
　 　本文将文献［７］提出的 QPSO算法进行了改进 ，引
入了收敛停滞检测和选择性变异机制 ．改进 QPSO算法
与标准 PSO和 QPSO进行对比分析 ，发现其收敛精度和
速度都是最优 ，将其用于直线阵的方向图综合 ，在低旁

瓣优化和深零点求取中均取得了非常好的效果 ，为天

线方向图综合提供了一种新颖的高效的方法 ．而且新

算法可以推广到阵列天线其他优化设计当中 ，具有广

泛的应用前景 ．
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专注于微波、射频、天线设计人才的培养 易迪拓培训
网址：http://www.edatop.com  

 

如 何 学 习 天 线 设 计 

 

天线设计理论晦涩高深，让许多工程师望而却步，然而实际工程或实际工作中在设计天线时却很

少用到这些高深晦涩的理论。实际上，我们只需要懂得最基本的天线和射频基础知识，借助于 HFSS、

CST 软件或者测试仪器就可以设计出工作性能良好的各类天线。 

易迪拓培训(www.edatop.com)专注于微波射频和天线设计人才的培养，推出了一系列天线设计培

训视频课程。我们的视频培训课程，化繁为简，直观易学，可以帮助您快速学习掌握天线设计的真谛，

让天线设计不再难… 

 

HFSS 天线设计培训课程套装 

套装包含 6 门视频课程和 1 本图书，课程从基础讲起，内容由浅入深，

理论介绍和实际操作讲解相结合，全面系统的讲解了 HFSS 天线设计的

全过程。是国内最全面、最专业的 HFSS 天线设计课程，可以帮助你快

速学习掌握如何使用 HFSS 软件进行天线设计，让天线设计不再难… 

课程网址：http://www.edatop.com/peixun/hfss/122.html 

CST 天线设计视频培训课程套装 

套装包含 5 门视频培训课程，由经验丰富的专家授课，旨在帮助您从

零开始，全面系统地学习掌握 CST 微波工作室的功能应用和使用 CST

微波工作室进行天线设计实际过程和具体操作。视频课程，边操作边

讲解，直观易学；购买套装同时赠送 3 个月在线答疑，帮您解答学习

中遇到的问题，让您学习无忧。 

详情浏览：http://www.edatop.com/peixun/cst/127.html  

 

 

13.56MHz NFC/RFID 线圈天线设计培训课程套装 

套装包含 4 门视频培训课程，培训将 13.56MHz 线圈天线设计原理和仿

真设计实践相结合，全面系统地讲解了 13.56MHz 线圈天线的工作原

理、设计方法、设计考量以及使用 HFSS 和 CST 仿真分析线圈天线的

具体操作，同时还介绍了 13.56MHz 线圈天线匹配电路的设计和调试。

通过该套课程的学习，可以帮助您快速学习掌握 13.56MHz 线圈天线及

其匹配电路的原理、设计和调试… 

详情浏览：http://www.edatop.com/peixun/antenna/116.html 
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专注于微波、射频、天线设计人才的培养 易迪拓培训
网址：http://www.edatop.com 

 

关于易迪拓培训： 

易迪拓培训(www.edatop.com)由数名来自于研发第一线的资深工程师发起成立，一直致力和专注

于微波、射频、天线设计研发人才的培养；后于 2006 年整合合并微波 EDA 网(www.mweda.com)，

现已发展成为国内最大的微波射频和天线设计人才培养基地，成功推出多套微波射频以及天线设计经

典培训课程和 ADS、HFSS 等专业软件使用培训课程，广受客户好评；并先后与人民邮电出版社、电

子工业出版社合作出版了多本专业图书，帮助数万名工程师提升了专业技术能力。客户遍布中兴通讯、

研通高频、埃威航电、国人通信等多家国内知名公司，以及台湾工业技术研究院、永业科技、全一电

子等多家台湾地区企业。 

 

我们的课程优势： 

※ 成立于 2004 年，10 多年丰富的行业经验 

※ 一直专注于微波射频和天线设计工程师的培养，更了解该行业对人才的要求 

※ 视频课程、既能达到了现场培训的效果，又能免除您舟车劳顿的辛苦，学习工作两不误 

※ 经验丰富的一线资深工程师主讲，结合实际工程案例，直观、实用、易学 

 

联系我们： 

※ 易迪拓培训官网：http://www.edatop.com 

※ 微波 EDA 网：http://www.mweda.com 

※ 官方淘宝店：http://shop36920890.taobao.com 

 

 
 
 
 
 
 
 
 

 

 

 

  


