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Abstract: The composite channel models of the generalized distributed antenna system ( GDAS) such as
Rayleigh-lognormal fading are studied. Then comparisons are performed between the GDAS and the traditional
multiple-input multiple-output ( MIMO) system to analyze the ergodic capacity of the GDAS and make
conclusions that it is impossible to achieve an analytical expression for the ergodic capacity of the GDAS.
Moreover, in order to evaluate the performance of the ergodic capacity of the GDAS conveniently, the analytical
lower bound and upper bound of the ergodic capacity of the GDAS are derived by using the results from
multivariate statistics and matrix inequalities, under the scenarios of Rayleigh-lognormal fading and equal power
allocation scheme at transmitter. Finally, the analytical bounds are verified by comparisons with the numerical

results.
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Future wireless systems will need to provide high
data rates and high quality service. One promising tech-
nique, the distributed antenna system ( DAS), is refo-
cused recently for its many merits, such as larger cov-
erage area, longer battery life of terminal and higher
system capacity, etc. In the DAS, antenna ‘modules are
geographically distributed and each distributed antenna
module is connected to the same central processing unit
through coaxial cable or fiber. In addition, a distributed
antenna module is called a port when it is equipped
with many antennas, and the DAS is extended to a gen-
eralized DAS (GDAS). The DAS was originally used
to cover the dead spots in indoor wireless communica-
tion'" . Recently, the outage capacity of the GDAS has
been investigated in Ref. [2] whose outage perform-
ance outperforms that of the traditional multiple input
multiple output ( MIMO) system (In some existing
works, the traditional MIMO is also called standard cell
MIMO). The capacity of the GDAS has been demon-
strated only in numerical simulation'” for its high com-
plexity probability density function ( PDF) of the
GDAS channel matrix, whose entry involves both mac-
ro fading and micro fading. Han et al. "*' researched the
upper bounds of G-DWCS capacity in which the
GDAS was adopted by the DWCS which was first giv-
en by Zhou et al. ", but all of their analyses and simu-
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lations neglected the shadowing effect on capacity per-
formance.

The channel model of the traditional MIMO sys-
tem is simpler than that of the GDAS, but the expres-
sion of its average capacity formula is very complex
which causes much difficulty in evaluating MIMO sys-
tem capacity performance. Thus, we can predict that the
expression of the average capacity of the GDAS con-
cemns more complex structures than that of the tradi-
tional MIMO system. In order to effectively evaluate
the capacity performance of the GDAS, we utilize the
multivariate theories and matrix inequality results to
perform the analysis. This paper achieves both upper
and lower bounds of the average capacity of a general-
ized distributed antenna system, which contains compo-
nents of the macro-fading and the micro-fading that af-
fects system capacity performance. Numerical simula-
tions demonstrate the validity of the analytical results
in evaluating the performance of capacity.

1 System Model

In this paper, we take the same system model as
that adopted in Ref. [4], which is denoted by (N/K, K,
M), where M, N and K represent the number of receiver
antennas, the total number of transmit antennas and the
port numbers, respectively. All the N/K antennas in one
port are connected to a central processing unit through
coaxial cable or fiber and those signals are processed
simultaneously in this unit. Due to the geographically
distribution among the ports, the macroscopic fading
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(pass loss and shadowing) between different ports are
generally independent. Microscopic fading of each an-
tenna within one port is assumed as Rayleigh fading.
The distance between a mobile terminal and each port
is denoted as d,, d,, ..., dy, a received signal can be ex-
pressed as'’!

y=Hx +z=H Tx +z (D
where y and x denote the received and transmitted vec-
tors, respectively; z presents a noise vector with i.1i.d
CN(O0, 1) entries; H is the channel matrix; large scale
fading can be denoted by a local stationary N x N diag-

onal matrix T = diag ( /a, ..., /&, oo /s ooss
/&; ) and small-scale fading is modeled as Rayleigh
fading denoted by an M x N matrix H, with i. i. d
CN(0, 1) entries. The diagonal entries of T are mod-
eled both shadowing and path loss, i. e. o, = ¢s5,/d],
where the shadowing is represented by a log-normal
random variable s;, and y is the path loss exponent
which varies from 2 to 6 depending on the terrain and
foliage. Several empirically based path loss models
have been developed for macro-cellular and micro-cel-
lular environments, such as the Okumura, Hata, COST-
231 and Erceg models. For simplicity of exposition
here, the constant ¢ is set to 1. So ¢, is still a log-nor-
mal variable and its PDF can be expressed as
Y _(¢lna, —p)’
Aay) = ﬂ;akakbxp[ 20'?( ]
where y, = E[10log,, o], o = var(10log,, o), € =
10/1n10. In the next section, this channel model is
used to investigate the system capacity performance
and to study the effects of macro and micro fading on
it.

(2

2 Capacity Bound Analysis

As assumed in section 1, channel state information
is not available at the transmitter but fully available at
the receiver. The transmitting power is equally alloca-
ted among ports and antennas in each port. From the
receiving model in Eq. (1), the downlink capacity of
the GDAS for a specific port distribution and channel
realization is expressed as

C=hn|I +11’V(HWD(HWD" =In|I +«§7HWWH3
(3)
where |- | denotes the determinant of a matrix, and p is

the transmitting power to receive noise variance ratios.
It is shown in Eq. (3) that the instant capacity is a var-
iable, so the average capacity is required to be calculat-
ed to evaluate its performance. Also in Eq. (3), the role

of matrix T is similar to the transmit covariance matrix
in the spatial correlated MIMO channel even if we only
consider the path loss. But many existing results of a
spatially correlated MIMO channel cannot be directly
applied to Eq. (3) because it requires distinct eigenval-
ues of the transmitting covariance matrix'® . However,
matrix T has some identical eiguenvalues which are de-
fined by the special structure of the GDAS.

As a special case in our study, when the research
of the capacity performance of the GDAS only consid-
ers the pass loss effect, we use different methods for
different system structures. For example, concerning a
GDAS system with the special structure (1, N, 1), the
average capacity can be approximately achieved by
Pearson’ s approach'” .

When the number of receiver antennas is greater
than one, we can use the method of the moment gener-
ating function to evaluate capacity performance. In a
given mobile position of GDAS, T is a constant matrix
and it has some identical diagonal entries. Under this
condition, the average capacity can be calculated by the
following steps. First, we assume that all diagonal en-
tries are distinct and then calculate the moment func-
tion of H,T°H". After that, work out the derivative of
moment function for the related variable and take the
limits of corresponding variable to the actual value lat-
er. Finally, using the relationship between average ca-
pacity and its moment function, the analytic expression
of average capacity can be achieved. The detailed pro-
cedure of this method can be found in Ref. [8]. But the
derivative operation makes the expression of capacity
more complex due to its involving the matrix deriva-
tion.

However, when both the pass loss and shadowing
are considered, the above mentioned method is invali-
dated. For evaluating the capacity performance effec-
tively and completely, the average capacity bound is
studied and used to indicate the actual capacity per-
formance.

In the following, close-formed lower bounds and
upper bounds of the average capacity of the generalized
distributed antennas system are derived. The bounds
contain effects of macro-fading and micro-fading on
the average capacity of the system. In brief, during the
deduction, we let matrix F =T>. W=H_H", M<N or
W=H"H_, M>N, where W is a Wishart matrix. The
lower bounds of average capacity are thus first de-
rived.

2.1 Lower bound analysis
In this subsection, the lower bounds of the average
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capacity of the GDAS are derived. In the following de-
ductions, this topic is divided into two cases to be ana-
lyzed according to different antenna configurations at
the transmitter and the receiver.

Case 1 N<M. The number of transmitter an-
tennas is less than or equal to the number of receiver
antennas. From Eq. (3), we can obtain

C =ln|I, +J}%HWFHS

n|I, + %FH?,

lnﬁ(l +A(RFHIH,)) >
i=1

1 P H n"
o1 +2 | pHiH, |¥) =
Lol H =
Nln(l +yExP Nln( |F| IHWHWI))
o1 i
Nln(l + P N(]n]F}+ln]HWHW|)) (4

N
The inequality in Eq. (4) uses the facts: J] (1 +x;) =
j=1

N
(1 +x,,)", where x, >0,x, = (ij)N . At the

same time, due to log(1 + aexp(x)), « >0 is a convex
function of x. The lower bound can be achieved as

EO) BNIH(I +%exp%(Eln|F\ +Eln|H§Hw|)) =

Nin( 1 +%explﬁ( ;:mi + gw(M-i) ))
(5

where ( +) is Euler’ s digamma function'”’. For natu-

ral arguments it can be expressed as ¢(n) =¢(n —1) +

with —¢(1) =0.577 215 ... the Euler-Maschero-

1
P
ni constant.

Case 2 N > M. The number of transmitters is
greater than that of the receiver antennas. Here we only
consider the constraint on the relationship between the
number of transmit antennas and that of the receiver on
2M=N > M. If N >2M, the lower bound can be de-
rived via the same method. Under this constraint, chan-
nel matrix H, can be rewritten into block matrices as
H,=[H, H,], where H, is an M x M matrix and
H,,is an M x (N - M) matrix. So H,, HY ~ W, (M,
D and H,H,, ~W,_,(M,I), where W,(m, I) denotes
the central complex Wishart distribution. Also, the di-
agonal matrix F can be rewritten in block matrix as F
=diag(F,, F,), where F, is an M x M diagonal ma-
trix, whose diagonal entry is the same as that of F in
the same order, F, is an (N - M) x (N - M) diagonal
matrix. Its diagonal entry is the same as that of the last
(N -M) entry of F in the same order. Then the aver-

age capacity lower bound can be expressed as

EC) =E(In|1, + XA FH) =

E( In )

;(1 +1, +21$HWFH“)
ot
I, +2]“VZHMF2H”MJ)2

;m,+_2¢(M—z>))

i

—M( Zh“" *

i=1

1, +

( In
E( In

Mln( 1+ 2Qexp

1
2
1
2
1
2
1
2

3|
(N—M)ln(l +%$expN

N-M-1

Sum-i)) (6)

i=0

The first inequality in formula (6) results from
the Ky Fan inequality'”. If A, B are positive definite
matrices, (A >0 and B >0), then, Indet(aA + (1 - a)
B) =qindetA + (1 — o) IndetB. And the second inequal-
ity in formula (6) uses the result of case 1. So far, the
lower bounds of the average capacity of the GDAS are
derived.
2.2 Upper bound analysis

In this subsection, the upper bounds of the average
capacity of the GDAS are derived. The deduction is
also divided into two cases to be discussed according to
antenna configurations at the transceiver.

Case 1 N<M.The number of transmitter anten-
nas is less than or equal to the number of receiver an-
tennas. Under this condition, we can obtain

E(C) =E(ln )=

E(ln . )S

E(lnl'NI(l +B1F, W, )<

i=1

I, + %HWFHE

I, + JI%FHE

(1 +£E((F], ) EAWI,)) =

(
ln(l +fiexp( (h;f) )M) =

A

>, In (1 +%Wexp(mi +@)) (7

where [W] .; presents the (i, j)-th element of matrix
W. The first inequality in (7) follows from the Had-
amard inequality''!, and the second inequality in (7)
results from the Jensen inequality'".

Case 2 N > M. The number of transmitters is
greater than that of the receiver antennas. The capacity
C can be rewritten as
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C=hn #l<n 1M+u1\(,zF)
" ) _ 2(1 +/\)) _
lnH(l+A,( v HWHS))<1n( _
Mln(l +1—W%tr(F)tr(HwH3)) (8)

where tr(F) is the trace operation of matrix F. The
first inequality in (8) can be found in Ref. [12], and
the second inequality in (8) results from arithmetical
means and geometric means inequalities. So the upper
bound of average capacity can be expressed as

EO) < Mln(l +—M%Etr(F)Etr(HwH’;)) =

Mln(l +;4%iz]:fe)(p(hﬂi +

) -

Min 1 +%,-Zi exp( b, +(”‘;)2)) ©

3 Simulation and Discussion

In this section, the comparisons between the nu-
merical simulations and the analytical lower and upper
bounds of the average capacity of the GDAS are per-
formed. In all simulations, it is assumed that all the dif-
ferent sub-channels undergo the same shadowing with
the same standard deviation o, and the pass loss expo-
nent y is set at 2. 5. Considering a square region with
one antenna at each vertex, the area is L’ and the mo-
bile with four receive antennas is randomly located in-
side.

First, the numerical simulation of the average ca-
pacity in this region is presented in Fig. 1 with p =30
dB,o =6 dB and L =20 m.

As shown in Fig. 1, the user location has an im-
portant effect on the system capacity. Also it can be
seen that the lowest capacity is achieved when the user
is located in the center point of the concerned region.

Simulations of the average capacity of one fixed
position and the average capacity of the concerned re-

9
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gion area are performed to demonstrate that the bounds
are able to describe the capacity of the GDAS correct-
ly. Comparisons between the simulation results and the
analytical bounds are illustrated in Fig.2 and Fig. 3, re-
spectively.
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Fig.3 Average capacity and bounds on the concerned re-
gion area (y =2.5,0 =6 dB, L=20 m)

In Fig. 2, it is assumed that the user is located in
the centre of the researching region. From the plot, it
can be seen that at the low p region, the average capac-
ity is well approximated by the upper bound, while at
the high p region, the lower bound performance is bet-
ter than that of the upper bound. In Fig. 3, it is assumed
that the user’ s position is a random variable with
unique distribution in the region being researched. The
average capacity of the area is calculated. From the
comparison between the numerical simulation result
and the analytical bounds, it can be concluded that
those bounds can be well used to evaluate the system
capacity of the GDAS effectively.

4 Conclusion

The analytical expression of the erogidc capacity
of the GDAS is still an open problem. In this paper, we
utilize multivariate theories and matrix inequality theo-
ries to analyze the ergodic capacity of the GDAS and
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derive its lower bounds and upper bounds. Simulation
results demonstrate that those analytical bounds can be
used to characterize the performance of the ergodic ca-
pacity of the GDAS. Furthermore, based on these re-
sults, the technique of transmit antenna selection and
the adaptive transmissions of the GDAS are investiga-
ted.
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