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交叉粒子群算法及其在天线设计中的应用。
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摘 要：目的 为了求解解析性质差的复杂优化问题，提出了一种新的交叉粒子群算法。方法该

算法将全局邻域粒子群算法与局部邻域粒子群算法交叉使用，并采用适应度距离比确定局部邻域粒子

群算法的速度更新策略。结果提高了粒子群算法粒子的搜索能力。结论该算法用来解决六边形阵

列天线问题，取得了满意的效果。
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Abstract：Aim To deal with the complex optimization problem without good analysis property，a

new crossed Particle Swarm Optimization(PSO)algorithm is proposed．Methods The new algorithm

intersects two different PSO algorithms：global neighbor PSO and local neighbor PSO．The fitness

distance ratio(FDR)is selected to update the velocity of the local PSO．Results The performance of

the particle of PSO is boosted．Conclusion The new algorithm is used to design the hexagon antenna

array，and obtain some favorable results．
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1 引言

20世纪90年代中期，Eberhart和Kennedy口1受

到人工生命研究结果的启发，提出了一种新的群集

智能计算技术一粒子群优化算法(Particle Swarm

Optimization，PS0)，其源于对鸟群和鱼群群体运动

行为的研究。粒子群算法是一种模拟大自然进化过

程的随机优化算法，与传统优化算法相比较，对目

标函数的解析性质要求不高，可以求解许多传统优

化算法难以解决的复杂问题。粒子群算法是一种以

种群为基础的全局搜索算法，算法以每一个粒子的

位置作为解，在速度向量的指导下，飞跃搜索区域，

寻找较好的解。速度向量具有随机程度，同时根据

历史纪录中的最优粒子位置和每个粒子的信息进行

调解，从而整个种群表现出一定的智能性。

但与其它随机算法一样，粒子群算法也存在参

数控制和早熟收敛的问题，而且随着迭代次数的增

加，粒子群算法搜索最优解的能力将会大大降低。

研究者提出了一些控制参数的改进方案来增强算法

逃出局部极小点的能力，同时也提出了随着迭代次

数的增加，如何增强算法搜索能力的方案。改进的

粒子群优化算法已经成功地用于系统辨识、神经网

络，工程优化等领域。本文提出了一种交叉粒子群

算法，并用于解决六边形阵列天线问题口’司取得了满

意的结果。
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2标准粒子群算法的数学模型

在粒子群优化算法中，种群由m个粒子组成。

五一(sc。，z。，⋯，z。)表示第i个粒子的位置，每个

粒子的位置都代表所求问题的一个候选解，解的好

坏由适应度函数值决定。"Ui一(口。，％，⋯，％)表示

粒子i的跳跃速度。P。一(加，Pn，⋯，P。)表示第i个

粒子跳跃过程中所遇到的最好位置。用g表示粒子

群在前面跳跃过程中获得种群最好位置的粒子，P。

表示种群最好粒子的位置。每个粒子跳跃的速度和

下一次的位置分别由公式(1)和(2)决定口’“⋯：

口。(t+1)一"Ui(￡)+C1·n·(乡。(￡)一

z。(￡))+C2·n·(乡，(￡)一z。(￡))， (1)

z。(￡+1)一z。(￡)+"Ui(t+1)， (2)

其中i一1，2，3，⋯，m，c。，c。是正的常量，叫做加速

常数。n，n是均匀分布在区间[o，1]的随机数，t一

1，2，⋯，是循环次数。

3 交叉粒子群算法

粒子的新速度通过三部分来计算：从社会学的

角度看，第一部分称为记忆项，表示新速度受粒子上

次跳跃速度大小和方向的影响；第二部分称为自认

知项，是从当前点指向此粒子自身最好点的一个矢

量，表示粒子的动作来源于自己经验的部分；公式的

第三部分称为群体认知项，是一个从当前点指向种

群最好点的一个矢量，反映了粒子间的协同合作和

知识的共享。在第三部分中，如果是当前点指向种群

最好点的矢量，这种粒子群算法也称为全局邻域结

构的粒子群算法(GPSO)；若采用从当前点指向邻域

最好点的矢量，这种粒子群算法称为局部邻域结构

的粒子群算法(LPs0)。全局邻域结构的粒子群算法

能更快的收敛到一个最优值，但缺点就是可能会陷

入局部极小点。而局部邻域结构的粒子群算法能够

飞在局部极小点周围，子种群探索不同区域，所以不

易陷入局部极小点，但是收敛速度很慢。

本文提出的算法将全局邻域结构的粒子群算法

和局部邻域结构的粒子群算法交叉使用。在局部邻

域结构的粒子群算法中每个粒子速度更新不只考虑

他自己所经历的最好位置和整个种群所经历的最好

位置，而且考虑它邻域中粒子对它的影响，速度更新

方程变化为：

口。(t+1)一叫·口。(￡)+C1·n·(A(￡)一

z。(￡))+C2·吃·(乡。(￡)一z。(￡))+

C3·％·(乡。(￡)一z。(￡))， (3)

其中P。的每一维取自于不同的粒子。P。的第d维选

择满足下式的粒子的第d维：

Fitness(PJ)一Fitness(sc。)瓦二i丌F广’ (4)

P口一z*l表示绝对值，(4)式被称为适应度距离比

(简称为FDR)。这个粒子应该满足两个条件：一是

它必须邻近被更新的粒子；二是他自己所经历的最

好位置P。应该比被更新粒子当前的适应度好。因

此，在算法中粒子速度的每一维不是沿着同一方向

进行更新的。

如果不限定粒子的位置，粒子群将会飞出搜索

区域，产生无效解。一般采用编码方法限定粒子在搜

索区域内，但这些方法将产生额外的计算量，例如，

核对边界和丢弃无效的个体。本文通过增加新参数

即运动参数在位置更新方程，用于控制粒子在搜索

区域内，不用每一次循环都核对边界；位置更新将按

照下式更新：

五(￡+1)一(1一mD·Xi(￡)+％·q(￡+1)， (5)

其中m。是动力参数(o<m。<1)。

交叉并行粒子群算法[61

step 0：定义适应度函数，(z)，设置参数m，C。，

C2，C3，n，吃，％，m。，最大迭代次数T；

step 1：种群规模设为m，随机在可行域里产生

初始种群乡(o)和初始速度口(o)，令t一0；

step 2：求乡(￡)中最好的点P。(￡)，求乡(￡)中第i

个粒子的最好点P。(￡)，i一1，2，⋯，m；

step 3：更新参数值：

劬，一竽尚餐生，
c。(￡)一cF+(c：一cF)×l 1一手l，

cz(￡)一c尹+(c；一c尹)×l 1一手l；
step 4：按照公式(6)和(7)更新乡(￡)每个粒子

的速度口。(￡)和位置z。(￡)，得到新种群声(￡)以及其

中的每个粒子i的新速度毗(￡)和新位置‰(￡)，i一

1，2，⋯，m；并依据计算结果更新P。(￡)和P。(￡)；

饥。(￡)一叫(￡)口。(￡)+C1(￡)·n·(乡。(￡)一

z。(￡))+C2(￡)·恐·(乡。(￡)一z。(￡))， (6)

z1。(￡)一(1一m。)·z。(￡)+m。·q。(￡)； (7)

step 5：求声(￡)中的最好点P。(￡)和声(￡)中第i

个粒子的最好点P。(￡)，i一1，2，⋯，m；

step 6：按照公式(8)和(9)更新声(￡)中每个粒

子的速度q。(￡)和位置z。。(￡)，得到新种群乡(￡+1)

和其中的每个粒子i的新速度口。(t+1)和新位置

五(￡+1)，i一1，2，⋯，m，其中P。(￡)由公式(4)得

到；

口。(t+1)一叫·q。(￡)+C1(￡)·n·(A(￡)一

面。(￡))+C2(￡)·n·(以(￡)一

z1。(￡))+C3(￡)·n·(乡。(￡)一z1。(￡))， (8)
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Xl(￡+1)一(1一rm)·xl。(疗+％·毗(￡+1)； (9)

step 7：满足终止条件t—T，则停；否则，t—

t+1，转step 2。

4 交叉粒子群算法在六边形阵列天线中的应用

阵列天线已经广泛的应用于雷达定位系统、人

造卫星的通讯以及其他领域。为了提高阵列天线抗

击干扰和噪音的能力，阵列天线的方向图应当具有

较低的副瓣，且关于方位角对称。根据系统要求的天

线指标和波束形状求解阵列天线的激励幅值、相位、

单元间距的过程称为综合。阵列天线综合可表示为

一个复杂的非线性优化问题o’31。

在图1所示的周期阵列中，阵元分布在二维平

面上，且沿非正交斜坐标1jl，仕排列成周期栅格。设

1jl轴与X轴重合，而仕轴与X轴成a角，阵元的位置

B，。由参数(乡，g)(为图1中的单元标号)确定：

＆，。一pbl啊+曲2吼， (10)

式中伍，吼是沿轴1jl，耽的单位矢量，b。和bz是沿

1jl，耽的二维栅格的基本周期，b。一b2。阵列的激励

是线性相位渐变的，于是第(乡，g)阵元波程相位差

可写为：

屯，。(目，痧一声m(目，痧+庐m(目，咖， (11)

其中懿，阮为在171，仕方向上相邻阵元之间的增量

相位移，

懿(目，咖一2 7c／；t·blcosq’sin0
，1。、

屯(目，痧一2 7c／；t·b2cos(7c／3一谚sin0

当波束扫描至(a，p时，第(乡，g)阵元的阵内相位差

为8。(a，p。综合设计中，要求优化单元的激励幅度

和相位，喇叭口径，圆环半径以及各个单元在所属角

域内的最佳位置，同时还需要考虑工程可实现性。单

元之间、环与环之间的间距要大于两倍的馈源喇叭

的半径，这一条件作为优化模型中的约束条件。

设单元喇叭口面半径为n，喇叭长度为R，单元

间距为b—b。一b。，单元喇叭的方向图为f(0，咖，则

阵列天线的方向图可表示为：
0 NI

E(x，目，咖一{∑∑+
p=NI q=NI’

NI NI’

∑∑}J。一，毋，‘Ⅶ，(目，咖， (13)
’=1 q=NI

其中J。曲，是第(乡，g)个单元的归一化复加权。在上
式中N1—1是阵列同心环的个数。研究如图1所示的

N一7元正六边形阵列。在天线设计中，把单元的激

励幅度和相位、馈源喇叭半径以及单元之间的间距作

为设计变量。优化变量X可以表示为：

X一(L1．1，1-1．o，L．1，L．一1，L，o，L，o，11，一1，a一1，1，

a一1．o，ao．1，ao．一1，ao．o，a1，o，a1，_1，b，n)1。 (14)

假设预先给定的理想方向图用A(D来表示，它

不随角9变化。为简单起见，把角域目∈

[一7c／2，7c／2]，9∈[o，27c]离散化，取M1×M；个均

匀离散点01∈[一7c／2，7c／2]，伫∈[o，2 7c]：

只一一7c／2+(i一1)7c／(M1—1)，i一1，2，⋯，M1；

伫一2(j一1)7c／(M2—1)，j一1，2，⋯，M2

优化目标函数F(z)如下式所示：

MI M

F(z)一∑∑l E(x，只，纺)一A(只)l 2， (15)

考虑到设计中变量应满足的上、下界约束条件，阵列

综合设计的优化模型可表示为：

fmin F(曲
? (16)

【＆￡0≤JM≤1，0≤aM≤27c，2rl<b

7元六边形阵列的理想方向图为：

A(D—COS”目(--90。≤目≤90。)。

本节采用交叉粒子群优化算法来解决图1所示

的具有7个单元的六边形天线阵列问题。针对H面

进行设计，即9一o(％一1)。用以比较交叉粒子群

算法和标准Ps0算法的性能差异，其中数据维数是

16，粒子个数设为40，迭代次数200。迭代过程示意

图如图2所示。

图1 7个单元的六边形天线阵列

1clj畜丽面齑，i 1i ir面面赫甍。

图2 天线设计实验的收敛过程示意图

由于有限的粒子个数相对于整个搜索空间来讲

是很少的，为了得到更精确的解，用交叉粒子群算法
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得到的结果再进行局部搜索(采用Nelder—Mead直

接搜索算法口1)，得到更好的结果。图3是所得结果

和目标曲线A(D—COS”(D的比较结果比较，其中

最优参数分别为：

I一(1．000 0，0．064 9，0．062 9，0．412 2，0．

456 4，0．675 0，0．350 4)；

a一(一0．005 0，一0．000 7，一0．006 3，0．002 2，

一0．001 8，0．003 3，0．004 4)；

b一1．260 0A；n一0．629 9A。

一，0 —70 -50 ，j0 一10 10 j0 50 7U 90

毋，。

图3 天线设计实验的效果比较图

5小结

本文提出的算法较标准PS0性能有较大提升，

并具有以下优点：在位置更新方程中增加动力参数，

可限制粒子在搜索区域内；采用减少速度更新的策

略，尽可能减少速度更新的次数，这样就给粒子提供

了足够的发展空间，减少了对粒子的扰乱；算法既考

虑全局信息，又考虑局部信息，使搜索到的解质量更

好，对多极值函数有更好的搜索能力。但由于交叉

粒子群算法需要计算适应度距离比，故所需时间较

长，降低迭代时间是进一步要做的工作。
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改进灰色预测模型的一步预测误差约为传统

GM(1，1)模型的64．13％，两步预测误差约为传统

GM(1，1)模型的60．12％。

综合(1)、(2)比较分析的结果可以看出，对我

国1996～2003年农村居民家庭人均纯收入的算例

而言，本文提出的3种改进的灰色预测模型的平均

相对误差和一步、两步预测误差均优于传统GM(1，

1)模型，但线性函数f—px。’(^)+q变换法建立的

非齐次指数模型的预测精度更高，可以在实际中加

以推广应用。

参考文献：

[13宋中民，同小军，肖新平．中心逼近式灰色GM(1，1)

模型[J]．系统工程理论与实践，2001，21(5)：110—113．

[2]王义闹，刘开第，李应川．优化灰导数白化值的GM

(1，1)建模方法[J]．系统工程理论与实践，2001，21

(5)：124—128．

[3]杨保华，张忠泉．倒数累加生成灰色GOM(1，1)模型及

其应用[J]．数学的实践与认识，2003，33(10)：21—26．

[4]李群．灰色预测模型的进一步拓广[J]．系统工程理

论与实践，1993，13(1)：64—66．

[5]邓聚龙．灰预测与灰决策[M]．武汉：华中科技大学

出版社，2002．

[6]闵涛，周孝德，冯民汉．河流水质多参数识别反问题

的演化算法[J]．水利学报，2003，(10)：119—123．

[71王小平，曹立明．遗传算法[M]．西安：西安交通大学

出版社，2002．

[8]王沫然．MATLAB6．0与科学计算[M]．北京：电子

工业出版社，2001．

[9]吉培荣，黄巍松，胡翔勇．灰色预测模型特性的研究

[J]．系统工程理论与实践，2001，21(9)：105—108，

139．

(编校：李哲峰)

0

m

∞

如

∞

∞

：誊

 万方数据



 

专注于微波、射频、天线设计人才的培养 易迪拓培训
网址：http://www.edatop.com  

 

如 何 学 习 天 线 设 计 

 

天线设计理论晦涩高深，让许多工程师望而却步，然而实际工程或实际工作中在设计天线时却很

少用到这些高深晦涩的理论。实际上，我们只需要懂得最基本的天线和射频基础知识，借助于 HFSS、

CST 软件或者测试仪器就可以设计出工作性能良好的各类天线。 

易迪拓培训(www.edatop.com)专注于微波射频和天线设计人才的培养，推出了一系列天线设计培

训视频课程。我们的视频培训课程，化繁为简，直观易学，可以帮助您快速学习掌握天线设计的真谛，

让天线设计不再难… 

 

HFSS 天线设计培训课程套装 

套装包含 6 门视频课程和 1 本图书，课程从基础讲起，内容由浅入深，

理论介绍和实际操作讲解相结合，全面系统的讲解了 HFSS 天线设计的

全过程。是国内最全面、最专业的 HFSS 天线设计课程，可以帮助你快

速学习掌握如何使用 HFSS 软件进行天线设计，让天线设计不再难… 

课程网址：http://www.edatop.com/peixun/hfss/122.html 

CST 天线设计视频培训课程套装 

套装包含 5 门视频培训课程，由经验丰富的专家授课，旨在帮助您从

零开始，全面系统地学习掌握 CST 微波工作室的功能应用和使用 CST

微波工作室进行天线设计实际过程和具体操作。视频课程，边操作边

讲解，直观易学；购买套装同时赠送 3 个月在线答疑，帮您解答学习

中遇到的问题，让您学习无忧。 

详情浏览：http://www.edatop.com/peixun/cst/127.html  

 

 

13.56MHz NFC/RFID 线圈天线设计培训课程套装 

套装包含 4 门视频培训课程，培训将 13.56MHz 线圈天线设计原理和仿

真设计实践相结合，全面系统地讲解了 13.56MHz 线圈天线的工作原

理、设计方法、设计考量以及使用 HFSS 和 CST 仿真分析线圈天线的

具体操作，同时还介绍了 13.56MHz 线圈天线匹配电路的设计和调试。

通过该套课程的学习，可以帮助您快速学习掌握 13.56MHz 线圈天线及

其匹配电路的原理、设计和调试… 

详情浏览：http://www.edatop.com/peixun/antenna/116.html 
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专注于微波、射频、天线设计人才的培养 易迪拓培训
网址：http://www.edatop.com 

 

关于易迪拓培训： 

易迪拓培训(www.edatop.com)由数名来自于研发第一线的资深工程师发起成立，一直致力和专注

于微波、射频、天线设计研发人才的培养；后于 2006 年整合合并微波 EDA 网(www.mweda.com)，

现已发展成为国内最大的微波射频和天线设计人才培养基地，成功推出多套微波射频以及天线设计经

典培训课程和 ADS、HFSS 等专业软件使用培训课程，广受客户好评；并先后与人民邮电出版社、电

子工业出版社合作出版了多本专业图书，帮助数万名工程师提升了专业技术能力。客户遍布中兴通讯、

研通高频、埃威航电、国人通信等多家国内知名公司，以及台湾工业技术研究院、永业科技、全一电

子等多家台湾地区企业。 

 

我们的课程优势： 

※ 成立于 2004 年，10 多年丰富的行业经验 

※ 一直专注于微波射频和天线设计工程师的培养，更了解该行业对人才的要求 

※ 视频课程、既能达到了现场培训的效果，又能免除您舟车劳顿的辛苦，学习工作两不误 

※ 经验丰富的一线资深工程师主讲，结合实际工程案例，直观、实用、易学 

 

联系我们： 

※ 易迪拓培训官网：http://www.edatop.com 

※ 微波 EDA 网：http://www.mweda.com 

※ 官方淘宝店：http://shop36920890.taobao.com 

 

 
 
 
 
 
 
 
 

 

 

 

  


