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摘要：针对传统粒子群算法(PSo)中存在的易陷入局部最优解和后期牧敛速度慢的问题，首次提出一种新混合粒子群

算法(NHPSO)，采用杂交粒子群算法和固定惯性权重策略，并把简化的二次插值法融入杂交粒子群算法中。实验证明新算

法大大提高了收敛速度，改善了解的质量。对阵列天线特殊主辩形式的波束赋形和旁辩电平优化结果取得了非常好的效

果，计算机仿真证实该新算法应用于此类问题非常有效。
‘
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Abstract：A hybrid Particle Swarm Optimization(PSO)algorithm is proposed with fixed inertia weight in the hybrid parti—

ele swarm optimization algorithm，and a simplified quadratic interpolation method is integrated into this algorithm，aiming at o—

vercoming easily trapping in the local extreme points and slow evolving speed of convergence．The experiment shows that this

new algorithm improved the global search ability and the quality of optima．The results of both mainlobe shaping and sidelobe

levels are very effective．The simulation results prove that the proposed hybrid new algorithm is efficient in this kind of prob—

lems．
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在雷达、无线通信等众多领域中，常要求阵列天线具

有确定的主瓣宽度、特殊形状的主瓣形状(如余割波束、

余割平方波束、扇形波束等)和低的副瓣电平。由于优化

中的目标函数或约束条件表现为高维、多极值点、非线性、

非凸和不可微等特性，阵列天线波束综合是一个十分困难

的非线性优化问题。虽然已有许多经典的优化方法如切

比雪夫，泰勒，伍德福德等，但是这些方法都是针对某一类

特定的问题而提出的，并且对于一些有约束条件的综合，

经典方法就很难实施；而基于梯度寻优技术的传统数值优

化方法，如：梯度法、牛顿法、拟牛顿法、共轭梯度法、DFP

法、信赖域法、Rosenbrock法和Powell法等，必须选择良

好的初始设计以保证迭代过程的成功实现，对目标函数的

连续性、可微分性有特殊要求等。因此，近年来人们通过

研究和模拟自然界生物群体自适应的优化现象，建立了基
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于随机搜索的启发式优化技术，例如人工神经网络、禁忌

搜索、模拟退火、进化算法、遗传算法(GA)、蚁群算法

(CA)、粒子群算法(PSO)及其混合优化策略等，这些现代

的优化方法在解决用确定性方法无法解决的问题时表现

出强大的潜能，这些算法以其算法概念清晰、程序简单等

特点，很适合于解决此类复杂的非线性优化问题，并且对

优化对象的性态无要求。

粒子群算法(PSO)是一种自适应全局优化启发式算

法，其源于对鸟群和鱼群群体运动行为的研究，20世纪

90年代中期，Eberhart博士和Kennedy博士受到人工生

命的研究结果的启发，提出一种新的群集智能计算技

术¨43相比传统中常用的遗传算法，粒子群算法具有算法

简单、容易实现、搜索速度快、所含参数较少的特点，近年

来受到学术界的广泛重视。基本PSO算法和其他的进化

算法一样有着收敛过快、早熟收敛、搜索范围不大、容易收

敛到局部极值等问题。因此，人们先后出现了多种PSO

算法的改进算法n刮，包括杂交粒子群算法(HPSO)、并行

粒子群算法(CONPSO)、自适应粒子群算法(APSo)、微粒

子群算法以及实数编码粒子群算法等，提高了PSO算法
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的收敛精度和搜索成功率。

目前国内对阵列天线方向图的综合，大多数集中在对

旁瓣电平以及零陷的有效控制上，但对主瓣区进行优化控

制的却比较少，虽然文献[5]中给出了一些主瓣控制方法，

但是收敛速度较慢且不符合工程上的研究需要。因此，本

文把简化的二次插值法作为一个局部搜索算子，融入到原

有的杂交粒子群算法(HPS0)中，构成适于求解主瓣赋形

优化的混合粒子群算法。该混合算法可以较好解决粒子

群算法早熟收敛、搜索范围不大、容易收敛到局部极值等

问题。从优化综合后得到的结果来看，计算天线的远场方

向图都与理想方向图主瓣非常逼近，同时副瓣很低。

1基本粒子群算法

粒子群算法是基于群体智慧的演化算法。鸟类、蜜蜂

等生物在寻找食物的过程中，一方面是依靠自身的探求，

另一方面则是依靠伙伴之间相互的经验交流，从而能快速

准确的找到在整个区域中最好的食物源。PSO算法正是

以上述生物现象作为模型，而提出的一种进化优化算法。

他是由N个粒子组成的群体在D维空间搜索最优解的过

程。在搜索时参考自身历史最优位置和群体历史最优位

置进行迭代。每个粒子在每次迭代中有位置和速度2个

D维向量，即：

Xi一(z{，，z‘，⋯，z‘)，Vf一(弘．，口‘，⋯，毪)

1≤i≤N；1≤d≤D

基本PSo算法的迭代公式如下：

谚．“一Ⅲ·畦+f·randl·(pbest：一毫)+屯·

rand2·(gbest：一z：) (1)

一 z∥=zk‘+吒“ (2)

其中山为惯性权重，在最初的迭代公式中并不存在，

后来发现口1加上这项优化效果明显。f1和屯为学习因子，

又称为加速因子。霹是前运动速度向量，霹是第i个粒子

的位置向量。pbest。是第i个粒子自身历史的最优位置向

量，gbest。是群体的最优位置向量。rand，和rand：是(o，1)

之间的随机数。式(1)，(2)中的上标k表示是第k次的迭

代；下标d表示向量的第d维。在求解优化问题时，首先随

机初始化一个种群，即一组随机解，赋予他们随机的位置

和初速度。粒子在整个搜索空间飞行进行搜索，通过向自

身最优和群体最优的不断学习，调整飞行速度，搜寻整个

空间的最优解。每次飞行后都会更新个体最优值和群体最

优值。当寻找到最优解或达到最大迭代次数，算法终止。这

时的群体最优值即为求解得到的最优解。

基本PSO往往会收敛于局部极值，通常表现为粒子

聚集度越来越高，全局最优粒子长时间维持不变。这些可

以作为判断PSO停滞不前的标志。在这个时候，需要某

种方法来跳出局部极值，维持种群的活性，充分地搜索整

个空间。

2杂交粒子群算法模型

杂交粒子群模型(HPSO)是将基本的粒子群算法

(PS0)和选择机制相结合而得到的。该模型由Angeline

于1998年提出。在Angeline的HPSO模型中，将每次迭

代产生的新的粒子群根据适应函数进行选择，用适应度较

高的一半粒子的位置和速度矢量取代适应度较低的一半

粒子的相应矢量，而保持后者个体极值不变。这样的PSO

模型在提高收敛速度的同时保证了一定的全局搜索能力，

在大多数的Benchmark函数的优化上取得较原始PSO模

型更好的优化结果。Lovbjerg，Rasmuwsen和Krink于

2000年提出将进化算法(遗传算法)中的交叉操作也引入

PS0的HPSO模型。交叉机制首先以一定的交叉概率从

所有粒子中选择待交叉的粒子，然后两两随机组合进行交

叉操作产生后代粒子。后代粒子的位置和速度矢量如下

所示：

childl(z)=P·parentl(z)+(1．0一夕)·parent2(z)

(3)

一 ’一 一 ● _-

child2(z)=P·parent2(z)+(1．0一p)·parentl(z)

(4)

其中z是D维的位置向量；而child，(z)和child。(z)，

k—Z，2，分别指明是孩子粒子还是父母粒子的位置；P是D

维均匀分布的随机数向量，P的每个分量都在[o，1]取值。

。hild。(；)：』竺堕粤登竺翌掣．1 parent。(：)
parent】(u)+parentz(口)I

(5)

。hild：(三)一』坐堕粤堕竺竺掣．1 parent。(三)
parentl(口)+parentz(口){

(6)

交叉型PS0与传统的PS0的惟一区别在于粒子群在

进行速度和位置的更新后还要进行上述的交叉操作，并用

产生的后代粒子取代双亲粒子。交叉操作使后代粒子继

承了双亲粒子的优点，在理论上加强了对粒子问区域的搜

索能力。例如两个双亲粒子均处于不同的局部最优区域，

那么两者交叉产生的后代粒子往往能够摆脱局部最优，而

获得改进的搜索结果。实验证明，与传统的PSO及传统

的遗传算法比较，交叉型PSO搜索速度快，收敛精度高。

目前，利用进化操作改进传统PS0算法的探索仍在继续。

3二次插值法

三点二次插值法是一种简单有效的线搜索方法，他不

需目标函数的导数信息，适用范围广，而且计算量小，适合

作为启发式的搜索算子。三点二次插值法在文献1-71中用

来进行全局搜索，本文将其作为局部搜索算子，插入到上
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述杂交粒子群模型中，提高算法的搜索能力，减少计算量，

从而使遗传算法跳出局部最优解，快速向全局最优解

靠近。

设r=(薪，Z，⋯，z：)7，≯一(z：，z!，⋯，z：)’，一=

(zi，z；，⋯，z：)’，计算这3点的适应度值^=fit(x")，^

=fit(x5)，工一fit(x‘)。假设工>五且，，>厶，则由下式

得到的近似极小值点i=(五，五，⋯，云)7为：

互：i1』昙l，i一1。2，⋯，竹 (7)五2虿{万}’一l'2’⋯川 u)

其中： ，

口=[(z?)2一(z；)2]·正+[(z；)2一(Z)2]·^+

[(z；)2一(Z)2]·正}

卢=(Z一薪)·正+(z：一z?)·^+(《一彳)·正。

每一代中3点≯，∥，∥的选择如下：

在当前种群最优位置向量gbest。，把适应度从小到大

排列·取矿，，，，依次为前3个最好个体，即^≤^≤

^。若对某些i∈{1，2，⋯，，z}，(z?一z；)·^+(z；一彳)·

，6+(z?一z?)·工<e2(e2=10。)，则令i=夕，fit(西=

五；否则，由式(7)计算出i并计算适应度fit(西。若fit(两

≤^，则将当前种群中的gbest．用i替换。

4混合粒子群算法

杂交粒子群算法具有一定的全局搜索功能，再利用二

次插值的局部搜索特点，将两者有机地结合，来提高算法

的收敛效率和全局寻优能力。下面给出混合粒子群算法

的详细步骤：

<1)初始化一群粒子，其中包括粒子起始位置和速

度；粒子速度限定在[一‰。，‰，]位置限定在[一z。。，

z。，]；

(2)计算每个粒子的适应度值；

(3)对每个粒子，将其适应度值与其经历过的最好位

置pbest做比较，如果好于后者，则将此时的适应度值作

为当前的最好位置pbest；

(4)局部搜索一简化的二次插值法。

①在当前的粒子种群个体中，将其所经历过的最好

位置pbest把适应度从小到大排列，取≯，r，，依次为前

3个最好个体，即^≤L≤正。

②若对某些f∈{1，2，⋯，行}，(叠一z；)·正+(z；一

霹)·^+(Z一而b)·正<e2(￡2=10“)，则令i一≯，

fit(两=五；否则，由式(7)计算出云并计算适应度fit(西。

③若fit(西≤^，则将当前种群中的gbest。用i替换，

否则gbest，用^来代替。

(5)对每个粒子，将其适应度值与全局所经历的最好

位置gbest做比较，如果好于后者，则重新记录gbest的

大小。

(6)先根据式(1)更新粒子的速度，然后根据式(2)更
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新粒子位置。

(7)按照式(3)～(6)将粒子速度和位置引入交叉

操作。

(8)如果满足结束条件(通常为产生足够好的适应度

值或达到一个预设最大代数G。。)，程序终止，否则跳转到

第(2)步。

5阵列天线方向图综合

5．1适应度函数的设计

对于由刀个理想点源组成的离散直线阵，以阵列的第

一个单元为参考点，在不考虑单元之间耦合的条件下，认

为单元辐射^(口)=l，只需优化阵因子即可，N单元阵列

天线的远场阵因子可表示为：
JV—l

s(曰)一>：L·eiH如h“‘’ (8)
篇

式(8)中，I．a。，，l=0，1，．．·，N一1为各单元的馈电幅度和

。一

相位，为需要确定的量；惫="“5-‘为波数，A为工作波长Id为
^

单元间距；口为空间辐射角，设其最大值为S一，则归一化

阵因子方向函数为：S(国=S(郇／s。。。对给定的阵因子

S(D l进行取样，取样点为只，i一0，1，2，⋯，M，即0≤

配，Ol，02，⋯，％≤180。对于这种方向图形式比较复杂的

情况，在适应度函数的设计中引入权值系数，其目的在于

避免某个参数变化范围过大而淹没其他参数对目标函数

的贡献，建立适应度函数：

F(Io，Il，fz，⋯，，Ⅳ_l；口o，口l，口2，⋯，口N-1)

№l

=芝：她·[J s(或)l—I G(馥)J]2 (9)
i=o

式(9)中G(口)为目标函数(赋形波束)；咄是权值系数，对

于一些不对称的复杂形式，改变权值魄可以得到更好的

优化效果。用优化算法综合方向图的目的就是根据波束

形状要求来求解阵列天线的激励幅值、相位，使得：

rain F(Io，J1，L，⋯，J肛l；口。，口l，口2，⋯，IXN-1) (10)

5．2仿真结果及分析

实例l设计要求：主瓣为40。余割平方波束，单元电

流动态范围(0≤L≤1；一霄≤％≤兀；玎一0，1，⋯，15)，

仿真采用16元直线阵，阵元间距为A／2，波束最大角度为

0。，副瓣电平低于--20 dB。混合粒子群优化的参数设置：

采用固定的惯性权重f．O一0．5，粒子数80，最大迭代次数

100，速度上限‰。=0．4，取样点数M=180，设置权系数

(主瓣为5．0，副瓣取1．o)。图l和图2分别是用混合粒

子群算法优化设计出的余割平方波束和粒子平均适应度

函数的迭代曲线。图1中实线是本文计算的方向图，虚线

是目标方向图，优化过程中主瓣最大波动为0．012 dB．基

本上实现了完全的拟合，且余割宽度较宽。各项参数均优

于文献[103中的效果，阵元的激励与相位分布如表1

所示。
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实例2设计要求：窄主瓣低副瓣波束，单元电流动

态范围(0≤L≤1}一兀≤口。≤'r；开一0，1，⋯，29)，仿真

采用30元直线阵，阵元间距为a／z，波束主瓣宽度小于

10。，副瓣电平低于一35 dB。混合粒子群优化的参数设置：

采用固定的惯性权重∞=0．5，粒子数80，最大迭代次数

200，速度上限‰一0．4，取样点数M=180，设置权系数
(主瓣为1．0，副瓣取4．O)。

恒
型
蚓
嚣
}

图1‘混合PS0优化得到 图2 粒子平均适应度

的余割平方波束 函数的迭代曲线

襄1用混合PsO算法综合16单元

余割平方波束的阵列方向图激励幅度(归一化)与相位

单元 1 2 3 4 5 6 7 8

激励幅度0．33 0．30 0．19 0．25 0．77 o．70 0．37 0．35

相位(弧度)-0．5 0．40一O．1 1．39 1．85 0．92 0．15 2．93

单元 9 10 儿 12 13 14 15 16

激励幅度1．00 1．00 1．00‘1．00 1．00 0．63 0．35 0．44

相位(弧度)2．32 2．06 1．92 1．62 1．57 0．99 1．11 0．89

图3和图4分别是用混合粒子群算法优化窄主瓣低

副瓣波束和粒子平均适应度函数的迭代曲线。图3中实

线是本文计算的方向图，虚线是目标方向图。

倒
型
蛔

露
*

代数

图3 混合PSO优化 图4 粒子平均适应度

得到的波束 函数的迭代曲线

6结 语

提出把简化的二次插值法作为一个局部搜索算子，插

入到杂交粒子群算法中，构成一个新的混合粒子群算法，

针对具体的优化对象选择合适的参数组合，有效克服了粒

子群算法迭代后期陷入局部收敛的可能。文中运用这种

改进的粒子群算法针对阵列天线的主瓣进行优化赋形，取

得了良好的效果，是其他算法无法取代的，随着优化方法

的不断发展，粒子群算法必将电磁优化问题中的显示出巨

大的潜力。
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专注于微波、射频、天线设计人才的培养 易迪拓培训
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如 何 学 习 天 线 设 计 

 

天线设计理论晦涩高深，让许多工程师望而却步，然而实际工程或实际工作中在设计天线时却很

少用到这些高深晦涩的理论。实际上，我们只需要懂得最基本的天线和射频基础知识，借助于 HFSS、

CST 软件或者测试仪器就可以设计出工作性能良好的各类天线。 

易迪拓培训(www.edatop.com)专注于微波射频和天线设计人才的培养，推出了一系列天线设计培

训视频课程。我们的视频培训课程，化繁为简，直观易学，可以帮助您快速学习掌握天线设计的真谛，

让天线设计不再难… 

 

HFSS 天线设计培训课程套装 

套装包含 6 门视频课程和 1 本图书，课程从基础讲起，内容由浅入深，

理论介绍和实际操作讲解相结合，全面系统的讲解了 HFSS 天线设计的

全过程。是国内最全面、最专业的 HFSS 天线设计课程，可以帮助你快

速学习掌握如何使用 HFSS 软件进行天线设计，让天线设计不再难… 

课程网址：http://www.edatop.com/peixun/hfss/122.html 

CST 天线设计视频培训课程套装 

套装包含 5 门视频培训课程，由经验丰富的专家授课，旨在帮助您从

零开始，全面系统地学习掌握 CST 微波工作室的功能应用和使用 CST

微波工作室进行天线设计实际过程和具体操作。视频课程，边操作边

讲解，直观易学；购买套装同时赠送 3 个月在线答疑，帮您解答学习

中遇到的问题，让您学习无忧。 

详情浏览：http://www.edatop.com/peixun/cst/127.html  

 

 

13.56MHz NFC/RFID 线圈天线设计培训课程套装 

套装包含 4 门视频培训课程，培训将 13.56MHz 线圈天线设计原理和仿

真设计实践相结合，全面系统地讲解了 13.56MHz 线圈天线的工作原

理、设计方法、设计考量以及使用 HFSS 和 CST 仿真分析线圈天线的

具体操作，同时还介绍了 13.56MHz 线圈天线匹配电路的设计和调试。

通过该套课程的学习，可以帮助您快速学习掌握 13.56MHz 线圈天线及

其匹配电路的原理、设计和调试… 

详情浏览：http://www.edatop.com/peixun/antenna/116.html 

 

 

 



 

 

 

 

 

` 

 
专注于微波、射频、天线设计人才的培养 易迪拓培训
网址：http://www.edatop.com 

 

关于易迪拓培训： 

易迪拓培训(www.edatop.com)由数名来自于研发第一线的资深工程师发起成立，一直致力和专注

于微波、射频、天线设计研发人才的培养；后于 2006 年整合合并微波 EDA 网(www.mweda.com)，

现已发展成为国内最大的微波射频和天线设计人才培养基地，成功推出多套微波射频以及天线设计经

典培训课程和 ADS、HFSS 等专业软件使用培训课程，广受客户好评；并先后与人民邮电出版社、电

子工业出版社合作出版了多本专业图书，帮助数万名工程师提升了专业技术能力。客户遍布中兴通讯、

研通高频、埃威航电、国人通信等多家国内知名公司，以及台湾工业技术研究院、永业科技、全一电

子等多家台湾地区企业。 

 

我们的课程优势： 

※ 成立于 2004 年，10 多年丰富的行业经验 

※ 一直专注于微波射频和天线设计工程师的培养，更了解该行业对人才的要求 

※ 视频课程、既能达到了现场培训的效果，又能免除您舟车劳顿的辛苦，学习工作两不误 

※ 经验丰富的一线资深工程师主讲，结合实际工程案例，直观、实用、易学 

 

联系我们： 

※ 易迪拓培训官网：http://www.edatop.com 

※ 微波 EDA 网：http://www.mweda.com 

※ 官方淘宝店：http://shop36920890.taobao.com 

 

 
 
 
 
 
 
 
 

 

 

 

  




